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ARTIFICIAL INTELLIGENCE AND DISCRIMINATION 
– STRENGTHS AND WEAKNESSES OF THE CURRENT 

EUROPEAN ANTI-DISCRIMINATION LEGAL FRAMEWORK***

We are witnessing an enormous development of artificial intelligence (AI) which boosts 
economic productivity, creates new job opportunities, and gives hope that human life will 
be more prosperous. On the other side, AI, as a new system, that is undiscovered and 
unpredictable, creates ethical and legal dilemmas and threats to human rights violations, 
in the context of the principle of equality, the rule of law, and democratic principles, if it 
is used in an inappropriate way. The subject of the paper is discrimination in the process 
of AI application in different fields of people’s everyday lives. The aim of this investiga-
tion is to analyze provisions in the recently adopted European Union (EU) AI Act and the 
Council of Europe Framework Convention which are expected to prevent discriminatory 
treatment through an AI life cycle, and to give a bird-view of the selected cases of AI-re-
lated discrimination, as well as of the position of the Serbian national authorities in that 
regard. On that road, the authors will provide a critical and comparative analysis of these 
two instruments governing the AI application. Subsequent to that, the paper is focused 
on the position taken by the Serbian authorities in order to examine the level of its readi-
ness to stay in line with the legal challenges the AI implementation brings, and illustrates a 
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current example which is related to the implementation of the Social Card Law. The meth-
odological framework includes doctrinal, comparative, and descriptive methods.
Keywords: artificial intelligence, anti-discrimination, European Union AI Act, Council 
of Europe Framework Convention, Serbia, Social Card Law.

1. INTRODUCTION

We are witnessing an enormous development of artificial intelligence (hereinafter: 
AI) which looks very promising and pleasurable, especially from an economic perspec-
tive, higher productivity, higher salaries and more free time. For instance, there is a pre-
diction that AI could contribute to the global economy up to $15.7 trillion in 2030, where 
$6.6 trillion is likely to come from increased productivity and $9.1 trillion is likely to 
come from consumption-side effects (Rao & Verweij, 2017, p. 3). Besides these catchy 
numbers, AI is still an unknown and unpredictable area, and its implementation can 
provoke different legal challenges in exercising different rights, and especially in imple-
menting the principles of equality and non-discrimination, as universal values of law.

Although the first impression regarding AI systems can be their objectivity in the 
decision-making process, different examples support the fact that AI is biased and can 
provoke discriminatory treatment toward different segments of people’s lives. Another 
challenge is the unpredictability of AI effects throughout its lifecycle. At the moment, 
the initiative to regulate AI by legally binding instruments has come from the European 
Union (hereinafter: EU) and the Council of Europe (hereinafter: CoE), which adopted 
the EU Regulation on Artificial Intelligence1 (hereinafter: EU AI Act) and the CoE 
Framework Convention on Artificial Intelligence, Human Rights, Democracy and the 
Rule of Law2 (hereinafter: Framework Convention) in 2024.

The subject of the paper is discrimination in the process of AI application in different 
fields of people’s everyday lives. The aim of this investigation is to analyze provisions in 
the recently adopted the EU AI Act and the Framework Convention which are expected 
to prevent discriminatory treatment through an AI life cycle, and to give a bird-view of 
the selected cases of AI-related discrimination, as well as of the position of the Serbian 
national authorities in that regard.

Firstly, the authors provide an analysis of definitions of AI and elements of an AI lifecy-
cle. More specifically, the definitions introduced by the Organization for Economic Coop-
eration and Development (hereinafter: OECD), the CoE and the EU are to be examined. In 
1 Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying 
down harmonised rules on artificial intelligence and amending Regulations (EC) No 300/2008, (EU) 
No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Directives 
2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act) Text with EEA relevance, 
OJ L, 2024/1689, 12.7.2024. Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=O-
J:L_202401689 (15. 7. 2024).
2 Council of Europe Framework Convention on Artificial Intelligence and Human Rights, Democracy 
and the Rule of Law, CM(2024)52-final, 17 May 2024. Available at: https://search.coe.int/cm#{%22CoEI-
dentifier%22: [%220900001680afb11f%22],%22sort%22:[%22CoEValidationDate%20Descending%22]} (7. 
7. 2024).
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the subsequent section, the authors will provide an overview of how AI programs are cre-
ated and what risks are in the process of their implementation along with selected exam-
ples of how the AI application can provoke discriminatory treatment to concrete social 
groups. After that, the authors will have a look on the current anti-discrimination pro-
visions in the EU AI Act and the Framework Convention. Within the last section, it will 
be shown where Serbia is at the moment regarding the AI development and what should 
be done to comply with the recently introduced the EU and the CoE framework. It is 
important to mention that Serbia was among the first countries in the world to adopt the 
Strategy of Development of Artificial Intelligence 2020-20253 (hereinafter: AI Strategy), 
as well as the Ethical Guidelines for the Development, Application and Usage of Reliable 
and Responsible Artificial Intelligence4 (hereinafter: Ethical Guidelines). In this context, 
the authors will illustrate some current challenges which are related to the implementa-
tion of the Serbian Social Card Law5 (hereinafter: SCL) which applies machine learning in 
the administrative procedure of exercising the right to social aid. This statute seems par-
ticularly important for risk assessment of its impact on indirect algorithmic discrimina-
tion before the Serbian national authorities given that the procedure for assessing its con-
stitutionality was initiated before the Serbian Constitutional Court. The methodological 
framework includes doctrinal, comparative, and descriptive methods.

2. AI DEFINITION AND ELEMENTS OF AN AI LIFECYCLE

In the beginning of this part, the authors briefly elaborate on the definition of AI, 
starting from a universally accepted definition given by the OECD to the European defi-
nitions offered by the EU AI Act and the Framework Convention respectively. Concur-
rently, the elements of an AI lifecycle are described, aiming to illustrate its complexity. 
The explanation of an AI lifecycle is given as a theoretical overview which is common 
for every AI system. 

2.1. AI Definition

In the modern world, it is very difficult to distinguish the digital revolution from AI 
which is becoming an inevitable part of every segment of human life (Miasato & Silva 
Reis, 2019, p. 193). When talking about AI, Surden (2019, p. 1308) was right when said 
that “[...], AI systems are not intelligent thinking machines, in any meaningful sense. 
Rather, [...], they are often able to produce useful, intelligent results without intelligence”. 
In some circumstances related to handling cases in taxation, social insurance, transport 
tariffs etc, human intelligence can be redundant and not very productive because of the 
higher possibility of making risks related to manual decision-making, and the develop-
ment of automation is more than desired in such cases (Sannerholm, 2021, p. 225).
3 Strategy of Development of Artificial Intelligence in the Republic of Serbia for the period 2020-2025, 
Official Gazette RS, No. 96/2019.
4 Ethical Guidelines for the Development, Application and Usage of Reliable and Responsible Artificial 
Intelligence, Official Gazette RS, No. 23/2023.
5 Social Card Law, Official Gazette RS, No. 14/2021.
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For lawyers, it is not an easy task to predict new technological innovations and their 
correlation with a legal system, while technological development and inventions will 
anticipate necessary legal changes very precisely, because the legal environment will 
be conditio sine qua non for their further development (success) or failure (Fornasier 
Oliveira, 2021, p. 354). Therefore, the urgent need had been identified to regulate the AI 
system and its elements, and lay down their key definitions on supranational and inter-
national levels. An inevitable progress of new technologies cannot be an excuse for vio-
lations of human rights, democratic values and the rule of law (Nemitz, 2021, p. 240).6

The OECD’s revised definition states that “An AI system is a machine-based system 
that, for explicit or implicit objectives, infers, from the input it receives, how to gener-
ate outputs such as predictions, content, recommendations, or decisions that can influ-
ence physical or virtual environments. Different AI systems vary in their levels of auton-
omy and adaptiveness after deployment.” (Grobelnik, Perset & Russell, 2024). It means 
that AI is a machine system without human elements. It is fed by information, and it can 
produce different outputs. Although AI is a non-living system, it can affect both phys-
ical (living) and virtual environment. The last part of the definition underlines that 
AI systems have different capacities to produce inputs, which depend on their level of 
complexity. The same definition was adopted by the Framework Convention7, and this 
approach illustrates its character of an international treaty, which tends to create a con-
sensus of an internationally accepted AI definition. The EU AI Act accepted almost an 
identical definition8 as the Framework Convention and the OECD, and this approach 
towards uniformity in defining an AI system is commendable and can be attributed to 
the fact that these two instruments were drafted at the same period of time.

2.2. Elements of an AI Lifecycle

The complexity of AI systems is attributable to the three types of machine learn-
ing where an AI system is applied in different formats. First, supervised learning is basic 
and is based on the dataset, and trained to discover a pattern in the limited framework 
of concrete data. For example, this is a way how detection of spam emails works. Sec-
ond, unsupervised learning is more complex in comparison to the former, because the 
program learns how to find a pattern among data and produce a concrete result. For 
6 The development of AI can be seen as a chance for improving the state of fundamental rights, democ-
racy and the rule of law in general, because AI will replace lawyers from doing repetitive jobs, and leave an 
opportunity to them to use this time to focus on important aspects of concrete areas (Kaur & Puri Gopal, 
2021, p. 347).
7 “For the purposes of this Convention, “artificial intelligence system” means a machine-based system 
that for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as 
predictions, content, recommendations or decisions that may influence physical or virtual environments. 
Different artificial intelligence systems vary in their levels of autonomy and adaptiveness after deploy-
ment.” (Article 2, Framework Convention).
8 “AI system means a machine-based system that is designed to operate with varying levels of autonomy 
and that may exhibit adaptiveness after deployment, and that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such as predictions, content, recommendations, or deci-
sions that can influence physical or virtual environments.” (Article 3 paragraph 1 point (1), EU AI Act).

https://oecd.ai/en/community/marko-grobelnik
https://oecd.ai/en/community/karine
https://oecd.ai/en/community/stuart-russell


13

instance, the program is trained to detect and classify fruits, vegetables and animals 
based on given criteria such as a colour. Third, reinforcement learning represents the 
most complex system, which uses dataset, interacts with a virtual or real environment, 
searches for an optimal way to complete a task while implementing steps which maxi-
mize a chance to complete the task successfully (Leslie et al., 2021, p. 9).9

The definition provided by the OECD, the EU and the CoE instruments shows that 
AI has its lifecycle, which amounts to a process of how it is developed and how it works in 
practice. In general, the literature recognizes 12 stages of an AI lifecycle, which are sep-
arated into three levels. The first level is called design and it includes the following four 
steps: 1. project planning when a project team decides if they will apply AI on a concrete 
task or not; 2. problem formulation which will be addressed by an AI model; 3. data extrac-
tion or procurement which should provide necessary data to train an AI model. Data can 
be extracted from surveys or similar methodologies, or procured which means to obtain 
existing datasets based on legal agreements; 4. data analysis which starts when all the nec-
essary data is provided (Leslie et al., 2021, p. 10). The second level is called development and 
the following four steps are part of it: 1. preprocessing is implemented as a phase of feeding 
a model and includes among other tasks, data cleaning and data wrangling; 2. model selec-
tion and training which depends on a concrete task which should be done; 3. model test-
ing and validation; 4. model reporting where experts can detect if an AI model should be 
modified based on detected obstacles (Leslie et al., 2021, p. 11). The third level is the deploy-
ment of an AI model which includes the following four steps: 1. model implementation in a 
real world; 2. user training for AI implementers; 3. monitoring of a model implementation; 
4. updating or deprovisioning of an AI model based on results of monitoring and experi-
ences from its implementation (Leslie et al., 2021, p. 12).

While the Framework Convention has covered on the surface only the activities 
related to the AI lifecycle that have the potential to interfere with human rights, democ-
racy, and the rule of law, the EU AI Act has recognized concrete steps in detail which 
should be followed through the development of high-risk AI systems. The EU AI Act 
has introduced a risk management system that shall be established, implemented, docu-
mented and maintained in relation to the development of high-risk AI systems. The ele-
ments of this system are: the identification and analysis of the known and reasonably 
foreseeable risks; the estimation and evaluation of the risks that may emerge when the 
high-risk AI system is used in accordance with its intended purpose, and under condi-
tions of reasonably foreseeable misuse; the evaluation of other risks possibly arising; and 
the adoption of appropriate and targeted risk management measures.10 Concurrently, 
there are stipulated concrete rules regarding the data and data governance in a way that 
high-risk AI systems which make use of techniques involving the training of AI mod-
els with data shall be developed on the basis of training, validation, and testing data sets 
that meet the quality criteria referred to in paragraphs 2 to 5 of Article 10 whenever such 
9 In the literature, we can find a classification of the three waves of AI: first, “handcraft knowledge”, as 
the most primitive category of AI; second, “statistical learning” also known as “machine learning”; third, 
“deep learning” as the most complex type of AI (see more at: Rejeski, Reynolds & Wright, 2018, pp. 6-7).
10 Article 9, the EU AI Act.
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data sets are used.11 Special attention is placed to the detection of possible biases which 
can produce discriminatory treatment. The EU AI Act requires also that high-risk AI 
systems shall be designed and developed in such a way as to ensure that their opera-
tion is sufficiently transparent to enable deployers to interpret a system’s output and use 
it appropriately.12 High-risk AI systems during the process of their development shall 
be effectively overseen by natural persons during the period in which they are in use.13 
Prior to deploying a high-risk AI system, deployers shall perform an assessment of the 
impact on fundamental rights that the use of such system may produce.14 The EU AI Act 
has also recognized the importance of monitoring the implementation of AI systems 
through the notifying authority, and each Member State shall designate or establish at 
least one notifying authority.15 As a way to stimulate the AI development as well as to 
prevent possible negative effects through its development, the EU AI Act has introduced 
the AI regulatory sandbox.16 Its aim is to provide conditions for an innovative AI sys-
tem development, training, validation and testing, where appropriate in real-world con-
ditions, for a limited time and under regulatory supervision.

3. DISCRIMINATION BASED ON AI APPLICATION – FROM UNKNOWN  
TO PREDICTABLE CONSEQUENCES OF AI

AI models apply different datasets which are used for their training and based on them 
they are ready to make content, predictions, recommendations and conclusions. This kind 
of data is called “big data” which are large in their complexity and interrelationships, and 
AI models discover previously unknown connections between data elements (Schmidt & 
Stephens, 2019, p. 134). The opposite is “alternative data” which are used for decision-mak-
ing or model building, but they do not have a historical background17 of their application 
11 Article 10, the EU AI Act. Prescribed practices in accordance with the paragraph 2 of the Article 10 
from the EU AI Act include the following: the relevant design choices; data collection processes and the 
origin of data, and in the case of personal data, the original purpose of the data collection; relevant 
data-preparation processing operations, such as annotation, labelling, cleaning, updating, enrich-
ment and aggregation; the formulation of assumptions, in particular with respect to the information 
that the data are supposed to measure and represent; an assessment of the availability, quantity and suit-
ability of the data sets that are needed; examination in view of possible biases that are likely to affect 
the health and safety of persons, have a negative impact on fundamental rights or lead to discrimina-
tion prohibited under Union law, especially where data outputs influence inputs for future operations; 
appropriate measures to detect, prevent and mitigate possible biases; the identification of relevant data 
gaps or shortcomings that prevent compliance with this Regulation, and how those gaps and shortcom-
ings can be addressed.
12 Article 13, the EU AI Act.
13 This is called human oversight and is regulated by Article 14, the EU AI Act.
14 Fundamental Rights Impact Assessment for High-Risk AI Systems is regulated by the Article 27, the 
EU AI Act.
15 Article 28, the EU AI Act.
16 Article 57, the EU AI Act.
17 This kind of data is called “historical data”, because they are coming from some records, such as med-
ical records, Internet search done by concrete population, criminal records etc (Huq, 2021, p. 3). This 
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in the decision-making process (Schmidt & Stephens, 2019, p. 134). An example can be a 
credit decision by a bank based on data such as the occupation of a client, rental payments, 
utility payments, and their educational background, where this data had not been used for 
a concrete credit decision or any other decision before (Schmidt & Stephens, 2019, p. 134).

AI models use machine learning algorithms which rely on different data, and based 
on the complexity of AI programs, it is not always possible to predict effects which AI 
can provoke. In the context of supervised and unsupervised machine learning it is eas-
ier to make accurate predictions, but, in case of reinforcement or so-called deep learn-
ing, it is very hard to predict all possible consequences. That is the reason why this kind 
of unpredictability creates AI as a “black box”. In the literature, there are two types of 
AI “black boxes”: strong and weak “black boxes”. First, effects of strong “black boxes” 
can be very severe for humans, and there is no way to determine how the AI makes 
decisions or predictions, what kind of information influences an AI decision, and what 
is the rank of importance of variables processed by the AI. On the other hand, weak 
“black boxes” refer to AI where engineers can predict to some extent its accuracy effects 
although it can still be “opaque” to humans (Bathaee, 2018, p. 906). For this reason, the 
EU AI Act adopted the risk-based approach in the classification of AI systems (Korać, 
Prlja & Gasmi, 2021, p. 163) following the principle – the higher risk, the stricter rules 
will be applied to an AI model. It is noteworthy that the Framework Convention has not 
adopted the risk-based classification of AI systems, because it presumes that every AI 
system constitutes a risk for people and their environment.

A greater amount of data, which is used for training of an AI model, provides stronger 
processing power and advances a mathematical algorithm18 which helps AI to operate 
autonomously (Greenstein, 2022, p. 299). Algorithms rely on statistical inferences which 
can discover discriminatory correlations (Xenidis, 2020, p. 745). Although we can per-
ceive algorithms as objective, they are biased19 because AI models are trained by humans 
who have a taste for discrimination and the dataset has “historical records” of discrim-
ination. It is important to mention that not every bias is associated with protected char-
acteristics such as sex, age, ethnicity, and religion. Instead, such a feature can be an algo-
rithm which classifies people based on a fact if they have cats or not (European Union 
Agency for Fundamental Rights, 2022, p. 24). In another case, an algorithm can contain 
biases related to a protected characteristic, but the final result may not be discrimina-
tory if it does not lead to a less favourable treatment (European Union Agency for Fun-
damental Rights, 2022, p. 24).

There are different examples of how AI models can discriminate, for instance, in the 
field of a labour market it is interesting to mention the case of the Amazon Company when 

data has some historical background where it was used for making concrete decisions and deciding about 
someone’s rights and/or obligations. That is the reason why this data is seen as biased.
18 In the simplest way, an algorithm can be explained as a program which gives concrete instructions to 
a computer in which order and how concrete task should be done (Prlja, Gasmi & Korać, 2022, p. 84).
19 There are different forms of biases: historical bias, representation bias, measurement bias, aggregation 
bias, evaluation bias, deployment bias, automation and confirmation biases etc. (see more in: Bartoletti & 
Xenidis, 2023, pp. 16-19).



16

the created automated hiring tool discriminated against women who applied for soft-
ware engineering positions (Goodman, 2018; Dastin, 2018).20 The program was trained 
by the data from CVs of male engineers who were dominant employees in these positions. 
The program scored female’s resumes with lower points because it marked words such 
as “women’s” or “women’s rugby team” as less worthy. Concurrently, some colleges and 
schools were ranked with lower points as well, because the program recognized as more 
valuable concrete schools attended dominantly by male engineers, and which were used as 
data to feed the program. The Amazon Company has tried to fix this problem and modi-
fied the algorithm, but at the end it stopped using it in 2018. This example of algorithmic 
discrimination in the hiring process supports the statistical discrimination theory (Chen, 
2023, pp. 2-3) which means that individual characteristics of an applicant are observed in 
the context of his/her membership of a concrete group of people. For instance, an employer 
may not have a taste for discrimination, but high economic costs of discovering the true 
potential of a candidate will lead him to put all female applicants in a group of less produc-
tive than male applicants because based on the statistical data female employees are often 
absent from job because of the pregnancy and child care obligations than males. 

In Finland, the National Non-Discrimination and Equality Tribunal found that a com-
pany discriminated against a client when he applied for a credit loan (Bartoletti & Xen-
idis, 2023, p. 21; Algorithms in credit scoring: Discrimination based on use of statistical data 
in Finland, 2021). This example is related to the algorithm which was used to assess the 
credit capability of a client and took into account data related to age, gender, language and 
place of residence, but did not include the applicant’s actual credit history. The person in 
this case was a Finnish male speaker and came from a rural area, and the statistical model 
assessed these characteristics as disadvantages. Cases of discrimination can occur also in 
the housing market when landlords use AI programs to assess applicants as potential ten-
ants. Using addresses, names and ages of applicants can lead to discriminatory treatment 
toward people of colour, elderly people, or people who live in some areas which are asso-
ciated with higher levels of committed crimes (Housing Discrimination: Big Data, AI, and 
Algorithmic Models, 2023). The last example includes the Dutch Government which faced 
a huge scandal when the Tax authorities used an algorithm that detected incorrect appli-
cations for child benefits and potential fraud, based on the data related to race and ethnic-
ity of applicants (Dutch childcare benefit scandal an urgent wake-up call to ban racist algo-
rithms, 2021). This program affected primarily disadvantaged families who did not have 
Dutch nationality and who received higher risk scores (Dutch childcare benefit scandal an 
urgent wake-up call to ban racist algorithms, 2021).

From concrete examples, we can conclude that in algorithmic discrimination, indirect 
discrimination often occurs, because seemingly neutral datasets, which are used to feed AI 
programs, contain hidden biases, which in the end have discriminatory effects (Korać, 
Prlja & Gasmi, 2022, p. 287). Discrimination can be based on one, two or several protected 
grounds, in other words, it can occur as multiple discrimination, depending on an AI pro-
gram and variables which are used. There is a view that discrimination can be proved easily 

20 See more in: Weerts et al., 2023, pp. 809-811.
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when an algorithm is involved and that anti-discrimination principle must be respected 
before, when an AI model is designed (Kleinberg et al., 2018, p. 114). Although this in fact 
sounds absolutely true and makes sense, the problem also occurs because AI companies 
lack transparency of how an algorithm is trained, which data is used, etc. (Heinrichs, 2022, 
pp. 143, 150-153). This problem of transparency will be presented in the part of the paper 
related to the implementation of the Serbian Social Card Law.

All the presented examples show that rooted discriminatory patterns are transported 
from humans to datasets which are used to train mathematical algorithms. The huge 
risk of applying AI is the violation of the principle of equality which leads to discrimina-
tory treatment. In many cases, it is not predictable at all how an AI model will work in 
practice. Such a kind of unpredictability provokes a phenomenon which has been called 
a “black box”. The selected cases further prove that the current European anti-discrim-
ination legal framework is significantly challenged by the AI development. Such a chal-
lenge was recognized and addressed by the EU and the CoE. A part of their response to 
the spreading AI application to different areas of human life has led to the creation of 
specific legal instruments regulating AI along with focusing on human rights protection 
and anti-discrimination measures.

4. THE ANTI-DISCRIMINATION PROVISIONS WITHIN THE EU AI ACT  
AND THE FRAMEWORK CONVENTION

The EU AI Act and the Framework Convention represent a pioneering achievement 
of AI regulation. Although their legal natures as well as the institutional framework 
under which they have been developed differ among each other, their common aim is 
the regulation of AI in a way which prevents negative effects on people. Both acts con-
tain anti-discriminatory norms which have strengthened the implementation of exist-
ing anti-discriminatory provisions and introduced new rules. First, it will be analysed 
the impact of these two acts on the national legislative frameworks of Member States, 
and, after that, anti-discriminatory rules from these acts will be compared.

4.1. A Different Approach of Implementing the EU AI Act  
and the Framework Convention and Their Impact on National Legislation

As a response to the growing development of AI and to different risks that it brings, 
the EU and the CoE recently adopted two legal documents, the EU AI Act and the 
Framework Convention. Both legal acts represent a revolutionary step to regulate the 
AI application on the regional and international level. They contain provisions govern-
ing the anti-discrimination matters in the AI context and are important for both the EU 
member states and its candidate countries.

The EU AI Act is a regulation, and, as a binding secondary law of the EU, it will be 
applied uniformly toward all EU member states. Since regulations are directly applica-
ble, they are legally binding without any action from an individual member state, and they 
take effect as soon as they are published in the Official Journal of the EU. Although EU 
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regulations require no implementing legislation within individual member states, there 
has been a widespread practice among candidate countries to align their national regu-
latory frameworks with provisions of EU regulations to the highest possible extent in the 
accession process. Therefore, it is expected that aspiring candidate countries, such as Ser-
bia, harmonize their legislation with the EU AI Act provisions in short run (Korać, Prlja 
& Gasmi, 2023, p. 213). 

On the other side, the Framework Convention is an international treaty that will be 
opened for signatories on 5 September 2024 to all interested states, including Serbia, as 
well as to the EU as an entity, irrespectively of its member states. Every state party shall 
incorporate it as a part of its national law and it is important for both the EU Mem-
ber States and candidate countries to interpret the provisions of the EU AI Act and the 
Framework Convention jointly, paying equal and close attention to both of them. How-
ever, it is noteworthy that the enforcement of the Framework Convention is “multifac-
eted” (Güçlütürk Gazi, 2024) and it goes beyond national implementation and includes 
the establishment of at least one effective oversight mechanism, regular consultations, 
and discussions among the State Parties and international cooperation (Articles 23 and 
26, the Framework Convention).

4.2. The EU AI Act and the Framework Convention  
– A Comparison of Their Anti-Discriminatory Rules

While both legal instruments contain provisions governing anti-discrimination mat-
ters in the AI context, the Framework Convention is less detailed in comparison to the EU 
AI Act since it sets forth a set of general obligations and principles for its state parties, and 
leaves specific details to domestic legislation.21 For that reason, the Framework Convention 
belongs to the category of so-called “framework agreements” (Lück-Matz, 2011).

As it appears from its title and the preamble, the Framework Convention’s purpose 
is to ensure that all elements of an AI lifecycle are fully consistent with human rights, 
democracy and the rule of law. On the other hand, it seems that the EU AI Act focuses 
primarily on the EU internal market and AI's effects on it.22 However, Article 1 along 
with improving the functioning of the internal market, also underlines the need to “pro-
mote the uptake of human-centric […] artificial intelligence” and to ensure inter alia a 
high level of fundamental rights (enshrined in the EU Charter of Fundamental Rights), 
including democracy and the rule of law. Therefore, the purposes of both legal instru-
ments are compatible as the three European fundamental values are put at the forefront 
of protection, and are all inseparably treated as a “holy trinity”. 

Even though the EU and the CoE are not directly and organically linked since there 
are structural differences between them, those fundamental values have almost identi-
cal content within both organizations (Güçlütürk Gazi, 2024). On the road to developing 
21 The EU AI Act has 113 articles and XIII Annexes, while the Framework Convention has 36 articles. See 
also: Güçlütürk Gazi,2024. 
22 In that light, Lütz states that the purpose of the EU AI Act is not to ensure gender equality and non-dis-
crimination as such. However, the author admits that “a flavour of gender equality” can be felt throughout 
its provisions (Lütz, 2024, p. 79).

https://www.linkedin.com/in/osmangucluturk
https://www.linkedin.com/in/osmangucluturk
https://www.linkedin.com/in/osmangucluturk
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a coherent system of human rights protection in Europe, relevant steps were taken. 
An illustration of such an approach may serve the provision introduced by the Lisbon 
Treaty stipulating that the EU shall access the European Convention for the Protection 
of Human Rights and Fundamental Freedoms (Ćorić & Knežević Bojović, 2020, p. 27).

Since both instruments follow the same values, they are not mutually contradictory, but 
rather complementing. They also underline the need to comply with provisions of other 
international human rights treaties. Most of those human rights instruments also contain 
relevant anti-discrimination norms. In that light, the Framework Convention refers inter 
alia to the necessity of application of the Universal Declaration of Human Rights, the Euro-
pean Convention for the Protection of Human Rights and Fundamental Freedoms, the 
International Covenant on Civil and Political Rights, the International Covenant on Eco-
nomic, Social and Cultural Rights, and the European Social Charter. In a similar vein, 
the EU AI Act underlines the importance of the following human rights instruments: the 
United Nations (hereinafter: UN) Convention on the Rights of Persons with Disabilities, the 
UN Convention relating to the Status of Refugees, and the UN Convention on the Rights of 
the Child, as well the UNCRC General Comment No. 25 as regards the digital environment.

In addition to this body of the UN human rights instruments, the EU AI Act also 
gives due regard to the applicable EU regulatory framework and holds that provisions 
of the EU treaties, the Charter of Fundamental Rights of the EU (hereinafter: EU Char-
ter of Fundamental Rights) and the EU secondary legislation shall be respected. When 
it comes to combating discrimination, the EU AI Act particularly stipulates that it does 
not affect the practices that are prohibited by the EU anti-discrimination law (Pream-
ble, point 45, EU AI Act). 

The approach of extensive referral to various international and supranational human 
rights instruments in the texts of the EU AI Act and the Framework Convention is not 
surprising. Namely, all the EU member states are state parties to the European Con-
vention for the Protection of Human Rights and Fundamental Freedoms, as well as to 
the above UN human rights treaties. Therefore, the EU Member States are reminded 
through the texts of the EU AI Act and the Framework Convention of their obligation 
to interpret the EU AI Act in conjunction with the existing UN human rights frame-
work, the Framework Convention, and the other relevant pieces of the European human 
rights’ supranational framework (the EU and the CoE) in the process of development 
and implementation of AI lifecycles.

Considering that AI can provoke different risks, it is important that both instru-
ments adopt the risk-based approach regarding the AI application. The difference is that 
the EU AI Act stipulates categories of risk-systems,23 And the Framework Convention 
despite its reference to the risk-based approach, does not classify specific use of AI sys-
tems as prohibited or high-risk systems (Güçlütürk Gazi, 2024).

The EU AI Act clearly defines conditions which have to be fulfilled for one AI system 
to be considered a high-risk.24 In addition, it contains a list of prohibited AI practices and 

23 Unacceptable, high, limited and minimal risk.
24 See Article 6, EU AI Act. 

https://www.linkedin.com/in/osmangucluturk
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a detailed classification of high-risk AI systems, which are listed in Annex III. It is argued 
that adequate protection against gender biases and discrimination can be only achieved in 
cases where AI systems are classified as a “high-risk” since the EU AI Act is of a horizon-
tal nature and its priority is not the reduction of discrimination (Lütz, 2024, p. 81).25 There-
fore, an adequate identification of AI systems as high-risk systems is of key importance for 
ensuring fundamental rights protection in the non-discrimination realm.

Nevertheless, in the scholarly literature, it was rightly indicated that the EU AI Act 
does not provide sufficiently clear guidance on what falls under the scope of “high-risk” 
AI systems and that it is expected from the Court of Justice of the European Union to 
provide clarifications through its further interpretations in order to increase the legal 
security in the given field (Lütz, 2024, p. 82). As it was mentioned earlier, the classifi-
cation of high-risk AI systems is based on Annex III's list of use cases which are deter-
mined in a rather clear manner. They inter alia include employment, workers manage-
ment and access to self-employment, education and vocational training, as well as access 
to and the enjoyment of essential private services and essential public services and bene-
fits. The above cases are selected as important considering that gender bias and discrim-
ination frequently occur in one of those categories (Lütz, 2024, pp. 82-83). 

However, the Annex III list is subject to two types of uncertainties. First refers to the 
derogations which are foreseen in Article 6 paragraph 3 for the use cases and which can 
be introduced if one of four specified criteria is fulfilled. If one of those criteria is ful-
filled and the AI system referred to in Annex III does not pose a significant risk of harm 
to the fundamental rights of natural persons, it will not be considered as a high risk.26 
In the legal doctrine, it was rightly claimed that those four criteria are not clearly deter-
mined what may seriously undermine the envisaged system of protecting fundamen-
tal rights linked to the (high-risk) AI systems. The second point that can be brought up 
with regard to the flexibility of the scope of high-risk AI systems relates to the option 
envisaged by the EU AI Act according to which the Annex III list can be amended by 
delegated acts if some AI system, in particular, poses a risk or an adverse impact on fun-
damental rights.27 The reference in Article 7(1) (b) shows the importance of negative 
impacts on fundamental rights including the right to non-discrimination, which ena-
bles the Commission to add new AI systems to Annex III, for instance when the princi-
ple of equality between women and men is adversely affected. This opportunity for the 
Commission to review Annex III by delegated act, as well as its general obligation to 
review the AI Act on a regular basis (after three years and thereafter every four years), 
leads to fluidity of the exact scope of application of the notion of high-risk AI system and 
25 See more in: Renard-Castets & Eynard, 2023, p. 613.
26 These are: (a) the AI system is intended to perform a narrow procedural task; (b) the AI system is 
intended to improve the result of a previously completed human activity; (c) the AI system is intended to 
detect decision-making patterns or deviations from prior decision-making patterns and is not meant to 
replace or influence the previously completed human assessment, without proper human review; or (d) the 
AI system is intended to perform a preparatory task to an assessment relevant for the purpose of the use 
cases listed in Annex III.
27 Beside this condition, it is also necessary that AI systems are intended to be used in any of the areas 
listed in Annex III (Article 7(1) (a).
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as such may endanger achieved level of legal security within the EU regulatory frame-
work. However, the benefits of such a flexible approach prevail over its limitations since 
this opportunity leaves room for further upgrades of the EU AI Act to reflect contem-
porary AI developments.

The Framework Convention does not contain any kind of classifications neither in 
the form of risk classes nor lists for high-risk AI systems. Instead, it presumes that every 
kind of AI can pose a potential risk to human rights, democracy, and the rule of law. It 
provides high-level obligations and offers a framework for the risk assessment and miti-
gation of its adverse impacts (Güçlütürk Gazi, 2024). In Article 10, the Framework Con-
vention stipulates the importance of respecting the principle of equality and non-dis-
crimination, including gender equality, as provided under applicable international and 
domestic law, within the lifecycle of AI systems. Concurrently, this instrument calls 
for the implementation of its provisions by the State Parties without discrimination on 
any ground, in accordance with their international human rights obligations (Article 17, 
Framework Convention).

The Framework Convention does not stipulate any kind of penalties or fines for indi-
viduals or firms in cases of not complying with the norms. It is up to every State Party to 
introduce a mechanism for monitoring the implementation and compliance with national 
legal frameworks. The EU AI Act provides concrete penalties in cases of breach of the 
rules, and every party can introduce concrete warnings and non-monetary measures. The 
difference in sanctioning approach can be explained by the fact that the Framework Con-
vention belongs to the category of “framework agreements” which sets forth only broad 
commitments while leaving more detailed rules to national legislation. Moreover, consid-
ering the applicable anti-discriminatory framework which has been established through 
the European Convention for the Protection of Human Rights and Fundamental Free-
doms and its Protocol No. 12 to this Convention, it can be expected that the European 
Court of Human Rights will develop in the near future relevant case-law on sanctioning 
violations of anti-discrimination provisions triggered by the AI system. 

The European Commission established the AI Office.28 Which will have a key role 
in the process of implementation of the EU AI Act, and every EU member state shall 
establish a public authority which will monitor the implementation of the EU AI Act. 
In Article 77 paragraph 1, the EU AI Act stipulates that “national public authorities or 
bodies which supervise or enforce the respect of obligations under the EU law protect-
ing fundamental rights, including the right to non-discrimination, in relation to the use 
of high-risk AI systems referred to in Annex III shall have the power to request and 
access any documentation created or maintained under this EU AI Act in accessible lan-
guage and format when access to that documentation is necessary for effectively fulfill-
ing their mandates within the limits of their jurisdiction.” The AI Office through its role 
is expected to further clarify and develop the provisions of the EU AI Act pertaining to 
anti-discrimination. 
28 Commission decision of establishing the European Artificial Intelligence Office, Brussels, 24. 01. 2024 
C(2024) 390 final. Available at: https://digital-strategy.ec.europa.eu/en/library/commission-decision-es-
tablishing-european-ai-office (16. 7. 2024).

https://www.linkedin.com/in/osmangucluturk
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5. THE SERBIAN APPROACH TO AI REGULATION  
AND CURRENT CHALLENGES IN THE FIELD OF DISCRIMINATION

The Republic of Serbia was among the first countries in the world to adopt the AI 
Strategy for the period 2020-2025, which introduced aims and measures necessary for 
the development of AI. The Strategy recognized the importance of regulating the rela-
tionship between the individual and the society, and targeted challenges such as the rep-
resentativeness of data used for machine learning, redefinition or elimination of the 
need for certain professions due to the introduction of AI, the need for additional qual-
ification of the population for future jobs and issues concerning the responsibility for 
consequences of autonomous system decisions based on AI, etc. 

As to overcome a possible problem which is experienced in practice, the AI Strategy has 
recognized the importance of prevention from discrimination based on machine learning. 
Besides the general objective of the AI Strategy which is to use AI in favour of economic 
growth, employment and improvement of the quality of life, there are five specific objec-
tives. The fifth specific objective which is called the Ethical and safe application of artificial 
intelligence is dedicated to discrimination based on AI. The AI Strategy describes that algo-
rithmic discrimination occurs based on data which are used for the training model, such 
as “historic” data, gender/sex unbalanced data, or lack of the inclusiveness of all relevant 
data sources necessary for the development of an AI lifecycle. It is recognized that individ-
uals who are subject to decisions made by the AI model must have the right to an expla-
nation and the right to transparency in connection with the algorithm. For this reason, it 
is necessary to enable the prevention of discrimination as well as early understanding and 
interpretation of the model and enable explanation of the decision.

The AI Strategy recognized the necessity of adopting the Ethical Guidelines. This 
document was introduced in 2023 and its aim is to enable necessary conditions for sci-
ence, especially in the field of AI, to develop and progress, but not to allow people, as the 
central figures of all processes that affect them and of which they are indirect or direct 
agents, to be endangered and neglected. Concurrently, AI systems that are developed 
must be in line with the well-being of humans, animals and the environment.

The Ethical Guidelines have reflected to some extent the EU AI Act approach and 
recognized as a high-risk AI system a system that is part of the safety component of a 
product, or is a product in itself that has a function and behaves as a safety system and 
as such requires an assessment of compliance with legislative norms on putting AI sys-
tems into use, by a third party. Concurrently, the Ethical Guidelines have envisaged that 
a high-risk AI system is a system that is listed and marked as a high-risk system in the 
Ethical Guidelines. The high-risk AI systems are recognized in the numerous speci-
fied fields which are not exhaustively listed. Instead, this list is an open list which leaves 
room for more flexible interpretation and detection of new high-risk systems if a con-
crete AI system shows this kind of risk. The Ethical Guidelines do not apply to systems 
that are prohibited under the law governing AI systems.

The following principles are recognized as a starting point for the creation, applica-
tion, and use of AI systems that will be worthy of human trust due to their reliability 
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and responsibility towards humans: explainability and verifiability; dignity; prohibi-
tion of damages; and, equity. The Ethical Guidelines introduce the following condi-
tions of reliable and responsible AI which are based on the above-mentioned princi-
ples: action (mediation, control, and participation) and supervision; technical reliability 
and safety; privacy, personal data protection, and data management; transparency; 
diversity, non-discrimination and equality; social and environmental well-being; and 
responsibility. 

For each of the conditions, there are AI System Assessment Questionnaires which 
help individuals and/or organizations to identify areas for improvement and encourage 
them to take action to overcome perceived challenges. By filling out the Questionnaires, 
one gets an insight into the established measures and identifies the measures that should 
still be implemented for the purpose of building a reliable AI. The Questionnaires do not 
exclude the application of other tools and methods for assessing the fulfilment of the AI 
system requirements in terms of the adopted Ethical Guidelines and/or laws. They are 
not a guide through the legal system of the Republic of Serbia and filling them out does 
not release responsible subjects from legal obligations and responsibilities. The condi-
tions related to diversity, non-discrimination and equality are covered by a questionnaire 
regarding these three values and help to identify possible negative effects of an AI model 
on these fields. The principles and conditions specified by the examined Serbian docu-
ments (the Strategy and the Ethical Guidelines) reflect the spirit and the provisions of 
the recently introduced European supranational regulatory framework. However, they 
lack binding character and effective enforcement, because both documents, the strat-
egy, as a policy document, and the Ethical Guidelines constitute “soft law” instruments.

The current case of alleged algorithmic discrimination in Serbia is related to the 
implementation of the Social Card Law (hereinafter: SCL) which was introduced in 2021 
and whose main objective is to create a more effective realization of social protection 
rights and services, fairer distribution of social assistance, improvement of the efficient 
and proactive work of authorities in the field of social protection, provision of support 
in defining and shaping social policy and monitoring the overall effects of social pro-
tection measures, as well as provision of up-to-date data on beneficiaries in the event of 
emergencies. 

Based on the SCL, the social card is a unique register that contains data on the indi-
vidual and related persons on social and economic status, data on the type of rights and 
services from social protection that a person uses or has used, as well as data on the offi-
cials who led, that is, decided on individual rights. There are around 135 personal pro-
cessed data of every social aid user or applicant, and the Centre for Social Work uses the 
data from the system to make a decision if a person has or does not have a right to receive 
social aid. The Initiative for Economic and Social Rights (hereinafter: Initiative A11), as 
a Serbian NGO, notified complaints from people who lost the right to social aid because 
the centres for social work use primarily the algorithm which processes their personal 
data and data of related persons to make a final decision about a concrete applicant. Ini-
tiative A11 asked the responsible Ministry of Labor, Employment, Veterans and Social 
Affairs to publish the structure of the algorithm and the lifecycle of the program, but 
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this request was refused. At the moment, there is a case before the Constitutional Court 
of the Republic of Serbia because Initiative A11 has initiated the procedure for assess-
ing the constitutionality of the SCL. This is the first case of possible indirect algorith-
mic discrimination before a Serbian authority and it remains to be seen in the follow-
ing period how the Constitutional Court will adjudicate and to which extent it will take 
into account the recently adopted EU and the CoE framework governing the operation 
of AI systems.29

In general, the existing Law on the Prohibition of Discrimination can be applied, 
as an umbrella anti-discrimination act, to cases including algorithmic discrimination, 
because Article 4 Paragraph 2 stipulates that “everyone30 shall be obligated to respect the 
principle of equality, that is to say, the prohibition of discrimination”. It is also impor-
tant to underline that, although the current AI Strategy has recognized discrimination 
which can occur in the process of AI implementation, it does not mention anywhere in 
the text the Law on the Prohibition of Discrimination in the context of the existing legal 
framework in Serbia (for instance, it mentions the Law on Personal Data Protection). We 
expect that this approach will be changed in a new strategy and that the Law on the Pro-
hibition of Discrimination will be placed as a starting point in the part related to the rec-
ognition of preventing algorithmic discrimination. 

As an EU candidate country, Serbia should follow the future development of the EU 
AI Act and improve its legal framework on AI (Prlja, Gasmi & Korać, 2021, p. 126), 
which includes also the update of the Ethical Guidelines in accordance with the fur-
ther development and implementation of the analyzed the EU and the CoE legal instru-
ments. In the case of ratification of the Framework Convention, the Serbian authori-
ties will be obliged to further improve the current legislation. At the moment, the AI 
Strategy and the Ethical Guidelines as soft law instruments provide only a vision and a 
framework for safe AI development without having any legally binding force.

6. CONCLUSION

AI systems have a lifecycle in which effects on people and the environment are not 
predictable at all. That is the reason why AI can provoke risk for violations of human 
rights, democracy and the rule of law. The level of the risk depends on the complexity 
of an AI system. The accelerating development of AI initiated the adoption of two legal 
instruments, the EU AI Act and the Framework Convention, under the auspice of the 
EU and the CoE. Although there are some differences between these two acts, they share 
the common aim of regulating the AI application in a safe manner and limiting its neg-
ative effects to the minimum possible extent.

Although the regulatory approach of these two instruments seems to look differ-
ent, their shared value is the protection of fundamental human rights, the rule of law 
29 See more about this case on: (Anti) Social Card. Available at: https://antisocijalnekarte.org/en (17. 7. 
2024).
30 Based on the Law on the Prohibition of Discrimination, everyone means also any legal entity regis-
tered or operating on the territory of the Republic of Serbia.
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and democracy, and they both call on the substantive application of international and 
domestic human rights norms. While the EU AI Act will be implemented directly by the 
EU member states, the Framework Convention creates a foundation for how State Par-
ties to this international treaty should adapt their national legislative frameworks. Fur-
thermore, these two instruments supplement each other and support the overall idea of 
creating a safe environment for the AI application. At this stage, because the EU AI Act 
has just entered into force and the Framework Convention was recently adopted and will 
be opened for signature in Vilnius (Lithuania) on 5 September 2024 on the occasion of 
a conference of Ministers of Justice, we cannot predict at all possible challenges which 
will occur during its application, but it is absolutely clear that the anticipated interpre-
tation of the EU AI Act by the Court of Justice of the European Union through its case-
law will additionally show the relevance, efficiency and effectiveness of this instrument. 
Although supranational courts already dealt with issues deriving from the use of AI, it 
seems that throughout the implementation of the recently adopted legal instruments, 
both courts will clarify and strengthen the given protection, particularly in the field of 
combating discrimination. Among others, it is expected that the Court of Justice of the 
European Union will bring needed clarification when it comes to the interpretation of 
when an AI system should be classified as a high-risk system.

Discrimination based on AI applications, the so-called algorithmic discrimination, 
can occur in different spheres of everyday life, and this usually happens in an indirect 
form. This is because algorithms seem to be neutral and bias-free, but in reality, they 
reflect the biases which exist around us and which are just incorporated by humans into 
the AI lifecycle. Current international and European supranational human rights instru-
ments, together with the EU AI Act and the Framework Convention, create a strong and 
secure base for protection from discrimination in the context of AI applications.

The Republic of Serbia was among the first countries in the world to adopt the AI 
Strategy and the Ethical Guidelines. By doing so, it has recognized the importance and 
necessity of regulating safe AI development and application. Although these two national 
instruments are not legally binding, they provide a solid base for the self-assessment of 
safe AI development and its application. Serbia, as an EU candidate country, should start 
the harmonization of domestic law with the EU AI Act. At least, it is expected that a new 
strategy and the Ethical Guidelines are to be carefully reviewed in order to determine to 
which extent they have to be amended to comply with both instruments, the EU AI Act 
and the Framework Convention. If Serbia ratifies the Framework Convention, this will 
introduce a concrete obligation to adapt the domestic law in accordance with the Frame-
work Convention’s provisions. At this moment, it is important to underline, that the AI 
Strategy has not mentioned anywhere in the text the Law on the Prohibition of Discrim-
ination, as the main anti-discrimination legal act, although it has recognized a problem 
of algorithmic discrimination. The authors are looking forward to the new strategy and 
the revised Ethical Guidelines which will place in the centre the proper application of 
the Law on the Prohibition of Discrimination and will hopefully reflect the spirit and 
wording of two recently adopted European legal instruments.
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